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Abstract

Slop refers to low quality, borderline inappropriate content that
skirts policy violations. While slop has long posed challenges for
content platforms, the rise of generative Al threatens to increase its
prevalence by making it easier to efficiently produce large volumes
of visually compelling content that may be misleading or low in
informational value. This trend threatens user trust and the long-
term health of recommendation systems. In this paper, we present
a principled and scalable framework for detecting and measuring
slop in the absence of explicit policy labels. Our approach has three
main components. First, we introduce a detection method that ap-
plies relaxed thresholds to content signals and expands coverage via
embedding-based similarity, capturing visually and semantically
related items that may evade direct detection via signals. Second,
we introduce tools for measuring the distributional skew of slop
across the platform, at both the user and image signature level,
using Lorenz curves and Gini coefficients to quantify its concen-
tration. Third, we develop measurement techniques for estimating
user affinity to slop content using proxy engagement signals. This
is particularly useful in sparse signal spaces, such as for low activity
users or rare content types, where explicit feedback is limited. We
introduce a TF-IDF-inspired persona score that leverages impres-
sion logs to estimate user level interest without requiring explicit
actions like saves or clicks. Together, these methods offer a compre-
hensive framework for detecting borderline content and measuring
its distribution and consumption patterns, laying the groundwork
for future mitigation efforts in recommender systems.
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1 Introduction

Slop refers to low-quality, borderline-inappropriate, or disruptive
visual content that slips past automated filters and degrades the
user experience. It is not overtly policy-violating, but is typically
visually or semantically jarring, engagement-hacking, or low-effort
Al-generated spam [15]. Throughout this paper, we use the
terms gray zone content, slop content, and borderline content
interchangeably to refer to material that is not explicitly
policy-violating but can still be detrimental to user expe-
rience and platform health. Although slop is not exclusive to
GenAl, recent advances in generative Al have significantly exacer-
bated the proliferation of slop, amplifying risks to recommendation
quality [22]. Slop threatens user trust, degrades ecosystem health,
and introduces noise into measurement pipelines. This phenome-
non has drawn significant media attention, with reports highlight-
ing the surge of Al-generated spam and its impact on social media
platforms and the broader web [4, 31].

Slop can manifest at different levels:

e Image level: suggestive, bizarre, or uncanny imagery; click-
bait visuals; algorithmically manipulated compositions de-
signed to attract attention [7, 24].

e Creator level: accounts that mass-produce low-effort, AI-
generated, or borderline content for engagement farming
[16, 29, 32].

e Metadata level: misleading thumbnails, deceptive captions,
keyword stuffing, or links to low-quality or irrelevant land-
ing pages [3, 27, 38].

Examples of what could be considered slop are shown in Table 1.

In this work, we propose a principled framework for detecting
and measuring slop by leveraging a combination of content signals,
embedding-based proximity, and engagement data. Our approach is
specifically designed for use in settings where explicit policy defini-
tions of such content are lacking or evolving, making it practical for
companies or teams facing ambiguous moderation boundaries. By
leveraging embeddings, our framework supports ongoing measure-
ment and enables a dynamic, data-driven definition of “slop” that
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Clearly Slop Unclear Clearly Not Slop

Racy content Memes
Al-generated  content
with misleading links

Medical misinformation

Inspiring pictures

High-reputation articles

Table 1: Examples of content types across the slop spectrum.

can flexibly expand as new forms of content emerge. Additionally,
we introduce a method to infer user affinity to slop in the absence of
explicit negative feedback, enabling more scalable and personalized
mitigation strategies.

2 Literature Review

Work across academia and industry has long highlighted the grow-
ing concern around gray zone content: material that skates the edge
of platform policy, often engineered to maximize engagement while
avoiding overt violations [10, 19]. Platforms such as Facebook and
YouTube have acknowledged the prevalence and risks of such con-
tent in public statements, noting that engagement tends to spike
as content approaches policy thresholds and have responded with
“reduce, not remove” interventions (e.g., downranking engagement
bait) rather than solely relying on binary removal [11, 17, 35]. Re-
cent detection techniques increasingly leverage embedding-based
and multi-modal models, combining textual, visual, and graph sig-
nals to identify subtle and low-effort adversarial content [6, 37].
Frameworks that integrate user feedback and engagement signals
to predict regret or negative sentiment have also been proposed
[18, 36]. Yet, the rapid proliferation of generative Al has introduced
new forms of low-effort, visually or semantically jarring ’slop’ con-
tent that slips past traditional filters and defies clear categorization.
Our work addresses these challenges by proposing a principled
framework for detecting and characterizing such content using in-
ternal content signals, embedding proximity, and behavioral proxies
for user affinity.

3 Defining Slop

In the absence of explicit ground-truth labels for slop, we construct
proxy labels using a curated set S = S;(x), S2(x),...,Sk(x) of k
content signals, where each S; is applied to a content item x to flag
potentially low-quality or borderline content, with j indexing the
k signals (j = 1,...,k). These signals include detectors for gross
or gruesome imagery, racy content, and other categories strongly
correlated with negative user feedback (e.g., hides, reports).

For each signal, we select a detection threshold 7}, forming a
set of thresholds 7 = {71, 12,..., 7k }, where |7| = |S| = k. Each
threshold 7; is determined by analyzing the empirical probability
density function (PDF), fjl"fv’(e), of the log-transformed signal val-
ues log S (x) over all content items and locating modes associated
with slop content. Because these empirical distributions are often
multimodal in practice [2], we focus on the mode y(borderhne) cor-
responding to the borderline content cluster. The threshold 7; for
each signal S; is then defined by
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Tj =arg  max fjlog 0), (1)

6<ﬂ;borderllne)

where jj.log(ﬁ) is the estimated PDF of log S;(x), and ,u](.borderlme)

denotes the location of the borderline mode. This empirical, mode-
based thresholding ensures that relaxed thresholds capture a broader,
but still relevant, set of candidates for slop detection. Note that these
relaxed thresholds are intentionally more inclusive than those used
for strict content filtration, allowing for the identification of items
that may not warrant removal but could still degrade the user ex-
perience.
After finding these thresholds, each signal is binarized as:

Bj(x;i) = 1[S;(x) > 5], (2)
where 1[-] denotes the indicator function.
We define slop content in two complementary ways:

¢ (1) Rule-based union: Any item is slop if at least one (bi-
narized) signal is triggered:

k
SIop ypion (%) = r;_lillx Bj(x) =1. (3)
¢ (2) Slop "core" (maximal intersection): We define the total
count of triggered signals for x as C(x) = 2?21 Bj(x), and
define the “core” set as:

Core = {x €X|C(x) = n{lg})gC(x’)} . (4)

We then compute the centroid of these core items within a Pin-
level embedding space. Specifically, each item x is mapped to an
embedding vector ¢(x) € R?, where ¢ is the Pin-level embedding
encoder. The centroid y is given by:

1
H = Corel xg;msb(x). %)

The Pin-level embedding integrates both node connectivity and
content-based features, allowing us to generate semantically mean-
ingful and scalable content representations [21]. We subsequently
classify as slop any item y located within a radius « of this centroid
in the embedding space:

p(y) = pll < @ (6)

using Facebook Al Similarity Search (FAISS) [23] for efficient nearest-
neighbor retrieval at scale.

Future iterations may incorporate richer representations such
as GPT-based text embeddings, visual embeddings, or multimodal
models like CLIP. While visual LLMs can help detect slop at the
image level, they are limited in capturing higher-order context
such as creator intent and domain reputation, as emphasized by
Meta in their recent work on the safety of generative models [1].
The rule-based method is transparent and easily interpretable but
may miss subtle cases. The embedding-based approach captures
more nuanced, semantically similar content but may surface less
interpretable edge cases, requiring careful tuning of the radius
parameter.

We also incorporate a (k + 1) signal, Sg,1(x), generated by
an in-house classifier designed to detect content likely created by
generative Al (GenAl). However, given that GenAlI content can also
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deliver genuine user value (e.g., ideas for home decor, hairstyles, or
nail art), we construct two operational variants of slop:

Slop* (x) = max max, Bj(x), Bis1(x) |, 7)
j=1,...
Slop™ (x) = max Bj(x), 8)
j=1k

where Bj(x) is the binarized output for each content signal,
as previously defined. Here, Slop* (x) defines the upper bound, in
which GenAl content is classified as slop if detected, while Slop™ (x)
defines the lower bound, ignoring the GenAl signal. This dual-
definition framework characterizes the slop region with upper and
lower bounds, reducing the risk of overfitting to a narrow or overly
deterministic boundary. The goal of this initial definition of slop
(v0) is to establish a functional definition, not a perfect policy, to
enable measurement of prevalence and consumption of this content

type.

4 Measuring Concentration of Slop Content

To accurately analyze and visualize slop content, it is important
to distinguish between two key units of measurement within our
platform: the Pin id and the image signature. A Pin id uniquely
identifies a specific instance of content as it appears on the platform.
Each time a user uploads or saves a piece of content, it is assigned a
distinct Pin id, even if the image itself is visually identical to others.
Thus, two users saving the same photo will yield two different Pin
ids. In contrast, an image signature is a hash or embedding that
captures the underlying visual content, irrespective of duplication
or repins. This signature-based approach is standard in industry,
used by companies like Meta [28] and Google [8] for deduplication,
efficient image storage, and image-based retrieval.

Building on observations from prior studies, which found that
low-quality or low-credibility content can achieve disproportionate
reach or engagement [9, 13, 14], we hypothesized that slop content
would be more concentrated than non-slop content. In other words,
we expected that a small subset of items or users would account for
alarge share of slop exposure. Understanding the degree of this con-
centration can inform both the propagation dynamics of slop and
the design of potential interventions: if the distribution is highly
concentrated, targeted solutions may be effective, whereas more
even distributions could require broader, systemic strategies. Prior
work has used similar distributional analysis—measuring
how content or engagement is concentrated among a small
subset of users or items—to study virality and influence in
online social networks [34]. Below we introduce two key sta-
tistical tools to quantify and visualize this concentration: Lorenz
curves [25] and Gini coefficients [20].

Lorenz Curves. A Lorenz curve is a graphical tool used to
visualize the degree of inequality within a distribution. Originally
developed in economics to represent the concentration of wealth or
income [25], Lorenz curves have since been widely adopted to study
disparities in many domains, including social media engagement
[5, 34]. The curve plots the cumulative proportion of a quantity
(such as slop impressions) against the cumulative proportion of
the population (such as users or image signatures), ordered from
lowest to highest contributor. If every entity contributed equally,
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the Lorenz curve would be a straight diagonal line; the more the
curve bows away from this line, the greater the inequality or skew
in the distribution [34]. Lorenz curves help reveal whether slop is
highly concentrated within a small group, which are critical insights
for designing effective interventions.

Gini Coefficients. Originally developed to quantify income and
wealth inequality in economics [20], the Gini coefficient serves
as a single-number summary of how concentrated slop exposures
are across users or images. A higher Gini coefficient implies that a
small minority accounts for a large share of slop impressions, signal-
ing high concentration, while a lower value indicates a more even
spread across the population [5, 34]. This allows for easy compari-
son between different types of slop signals and provides actionable
insight into whether interventions should target a narrow set of
contributors or be applied more broadly [5, 30].

Analysis using Lorenz curves (Figure 1) and the Gini coefficient
(Figure 2) shows that slop content is indeed more concentrated than
non-slop content, with a relatively small subset of image signatures
accounting for a disproportionate share of slop impressions. How-
ever, the degree of concentration is not so extreme that targeting
only a handful of image signatures would be an effective inter-
vention strategy; a nontrivial number of distinct image signatures
would still need to be addressed.

Figure 3 presents a top-K analysis, showing the cumulative share
of total impressions and repins attributable to the top x% of users.
Two notable patterns emerge. First, a small fraction of users ac-
counts for a large share of activity for both metrics, but this effect
is even more pronounced for repins: the top x% of users drive a
larger percentage of repins than impressions. Second, this concen-
tration is greater for slop content compared to non-slop content.
Specifically, for any given top x% of users, a larger proportion of
slop impressions and slop repins can be attributed to them versus
non-slop. This indicates that not only are repins more concentrated
than impressions, but engagement with slop content is even more
heavily skewed among a small subset of users.

5 Characterization of Slop Affinity Using
Implicit Engagement Signals

Slop, in its definition of non-policy violating content, is not a filter-
ing problem but a personalization one. This perspective aligns with
approaches taken by platforms like Meta, YouTube, and TikTok,
which emphasize personalization approaches over hard filtering.
These systems aim to calibrate who sees such content and when,
rather than removing it outright [17, 35]. However, determining
which users we should show slop content to vs not is nontrivial. The
notion of generic "slop enjoyer" vs "slop non-enjoyers" is reductive.
Individual users can fluctuate in their affinity for "slop" content, not
just across topics, but even within the same topic across multiple
sessions. Thus, characterizing the engagement patterns and the
types of content that lead to "enjoyment" (or lackthereof) calls for
a more nuanced and systematic approach. Our findings indicate
that segmenting users along a continuous spectrum of engagement
scores yields better results than applying interventions based on
coarse, discrete user or content groupings.

Ideally, explicit signals like repins can help us determine whether
a user “welcomes” a particular type of slop. However, few users
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Figure 1: Lorenz curves for slop related signals. Each curve shows the cumulative share of impressions received by the bottom
x% of image signatures, quantifying the inequality of different slop-related signals. The "Overall,” "Slop w/ GenAl," and "Slop
w/o GenAI" curves are highlighted for reference.
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Figure 2: Gini coeflicients for obfuscated slop-related signals. Each bar reflects the degree of concentration for slop exposure
associated with a given signal: higher Gini values indicate that slop impressions are more heavily concentrated among a small
subset of image signatures. The "Overall," "Slop w/ GenAl," and "Slop w/o GenAl" bars are highlighted for reference.
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Figure 3: Top K Analysis. This shows the share of total impressions and repins attributable to the top x% of users. Both metrics
are highly concentrated, but the skew is stronger for repins than impressions, indicating that a disproportionately small set of

users drives the majority of repin activity on the platform.

save Pins on any given day, and even fewer actively hide or report
content. Because of this scarcity of explicit feedback signals, proxy
methods that leverage implicit signals, such as scrolling behavior
and impressions to estimate user affinity to slop becomes essential,
especially for low-signal users.

To address sparse interaction data, we propose a transformation
inspired by Natural Language Processing (NLP), specifically, Term
Frequency-Inverse Document Frequency (TF-IDF). In NLP, TF-IDF
is a lightweight feature extraction technique that identifies terms
that are unusually prominent within a document relative to their fre-
quency across the corpus [26, 33]. This allows it to isolate the most
distinctive signals while downweighting common, less informative
terms, effectively denoising the representation [26]. The underlying
intuition is rooted in information theory. The more surprising or
rare a term is in the global context, the more informational value
it carries when it appears, making it especially useful for charac-
terizing the unique content of a document [12]. Inspired by these
principles, we developed an approach to estimate a user’s affinity
to slop content by leveraging their impression history. We can treat
user sessions as documents and content categories (e.g., slop-related
clusters or topics) as terms. TF-IDF then allows us to highlight con-
tent categories that are shown more frequently in a given user’s
sessions than they are across the general population. This results

in a persona affinity score that captures how uniquely and in-
tensely a user is exposed to slop content, normalized by their
overall exposure. While passive behavior patterns may be subtle,
the distribution and concentration of impressions across content
categories encode rich behavioral signals that relying exclusively
on direct engagement can overlook. Crucially, this measure does
not require explicit engagement feedback, making it espe-
cially useful for low-signal users who may not have repins
or clicks. When benchmarked against affinity scores derived from
explicit interactions, such as repins, the TF-IDF-based scores
demonstrate approximately 90% overlap, suggesting strong
alignment and validating its use as a scalable proxy for slop
affinity.

While it is reasonable to be concerned that impression-based
engagement might reinforce model biases, this worry should be
alleviated by the fact that, for low-signal users, impressions on our
platform are largely shaped by their explicit actions on Search and
Related Pins. On these surfaces, what users see is determined more
by their own intent than by what our recommendation systems
predict they might want to see. On average, more than 70% of
impressions originate from these two surfaces, both of which are
directly triggered by user input !: in Search, impressions follow

IPinterest Internal Data, accessed May 2025, users worldwide.
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a text query, and in Related Pins, content is surfaced in response
to closeups, where the viewed Pin acts as a query for visually
or semantically similar content. Internal research further shows
that users with infrequent Pinterest activity, such as those who
visit episodically and often for specific, time limited purposes, rely
on these interactive surfaces even more than regular users. As a
result, for users who rarely repin or provide other forms of explicit
feedback, TF-IDF-like transformations on impression data serves as
a meaningful proxy for their interests, since it reflects their active
navigation and intent rather than passive exposure dictated by the
recommendation system.

5.1 Variant 1: Persona Affinity Score (without
Global Prevalence Adjustment)

To quantify a user’s affinity to slop content, we required a metric
that was simple, sensitive, with high coverage, comparable,
and interpretable that could be computed at scale. As such, we
introduce two variants of the persona score, which are TF-IDF-
inspired metrics that capture user affinity to slop content, scaled
by the user’s total volume of interactions.

Formula:
Persona Metric
Total Metric
Example: GenAI Pins. The persona metric is the proportion of
GenAl Pins in a user session, calculated as

Persona Score = x log(1 + Total Metric)  (9)

30
Persona Metric,; = — =0.30
100

and the total metric is the total number of impressions in the
session, that is,
Total Metric = 100.

Interpretation: This formulation captures both the intensity of
exposure, reflected in the proportion of slop content, and the volume
of impressions, represented by the logarithm of the total number of
impressions in a session. The use of log(1 + Total Metric) ensures
the score is always well defined and strictly positive, avoiding
issues such as log(0), which is undefined. If the total metric is zero,
meaning the session had no impressions, then log(1) evaluates
to zero, and the overall persona score becomes zero as expected.
This formulation also helps differentiate users who have the same
proportion of slop exposure but very different impression counts.
For example, a user who sees 3 out of 10 GenAl Pins is treated
differently from a user who sees 3000 out of 10,000, even though
both have the same proportion.

Score Comparison for 30% Racy Impressions:
e For 100 total impressions:
Persona Score; = 0.3 X log(1 + 100) = 0.3 X log(101) ~ 0.601
e For 10,000 total impressions:
Persona Score; = 0.3 x log(1 + 10000) = 0.3 x log(10001) ~ 1.200

Although both users have the same proportion of GenAl impres-
sions (30 percent), the user with a larger total impression count
receives a higher persona score. This reflects the intuition that ex-
posure patterns based on larger sample sizes are more statistically
reliable and less prone to noise. In other words, seeing 30 out of
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100 impressions as GenAl may reflect chance or volatility, whereas
3,000 out of 10,000 is a more consistent and meaningful signal. The
logarithmic scaling rewards larger volume without letting the score
grow too aggressively, offering a balanced way to incorporate both
strength and reliability of the signal.

Figures 4 and 5 illustrate how persona scores, calculated using
either impressions or repins, enable a nuanced characterization of
user affinity to slop content. Plot 1A in Figure 4 shows the distribu-
tion of persona scores across users when measured on impressions,
revealing a highly skewed distribution in which most users cluster
at low scores due to sporadic or absent GenAl exposure.

Plots 1B and 1C in Figure 4 further decompose this exposure
by showing, respectively, the fraction of each user’s impressions
that are GenAl and the share of total GenAl impressions across
the platform contributed by each decile. These plots demonstrate
not only the prevalence but also the concentration of slop signals
among higher-affinity users.

Complementary metrics constructed by applying the same trans-
formation shown on Equation 9 to repins yields Figure 5. Here,
we use repins as explicit signals of user interest, in contrast to im-
pressions, which serve as implicit signals. Importantly, applying
the same transformation enables meaningful comparison between
these two types of engagement data: although repin-based distri-
butions are coarser due to their greater sparsity, the overall user
patterns remain consistent with those derived from impressions.
This demonstrates that the transformation not only harmonizes
explicit and implicit signals, but also preserves the key behavioral
gradients necessary for robust user characterization.

5.2 Variant 2: Persona Affinity Score (with
Global Prevalence Adjustment)

To account for the global rarity of a signal, we extend the basic

persona score to include an inverse document frequency (IDF)-style

scaling factor. This results in a formulation that combines Affinity,
Global Rarity, and Scale.

Formula:
Persona Metric

— X% IDF | xlog(1+ Total Metric)
Total Metric

Persona Score,, = (

where

Total Users
IDF = log

Users with Persona Impression

Interpretation: This score emphasizes rare behaviors that are
highly concentrated in certain users, by scaling the persona metric
based on how uncommon the behavior is across the user base.

While variant 2 has not been significantly studied and experi-
mented with, it is a promising direction for future work. It allows
us to capture the uniqueness of a user’s engagement with slop
content relative to the overall population, which can be partic-
ularly useful for identifying niche interests or emerging trends
that may not be widely recognized yet.

6 Conclusion and Future Work

We presented a scalable, principled framework for detecting and
measuring “slop,” defined as borderline, low-quality content that
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Figure 4: This figure shows the distribution of persona scores for users in each decile, using variant 1 of the persona score
calculation and using impressions as units. The distribution is highly skewed: because most users do not have any GenAIl
impressions, the majority have a persona score of zero and are concentrated in the lower deciles (1 to 6), whereas only a small
fraction of users (deciles 7 to 10) have substantially higher scores.
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Figure 5: This figure shows the distribution of persona scores for users in each pentile, using variant 1 of the persona score
calculation and repins as units. The distribution is highly skewed: because most users do not repin GenAlI content, the majority
of them have a persona score of zero and are concentrated in the lower pentiles (1 to 3), whereas only a small fraction of users

(pentiles 4 and 5) have substantially higher scores.

evades policy violations but can undermine user experience and
trust. Our method combines relaxed thresholds on content signals
with embedding-based expansion and leverages TF-IDF-style trans-
formations on impression-level logs to provide a robust, operational
definition of slop. This approach enables accurate measurement of
prevalence and user affinity, including for users with little explicit
engagement.

Our experiments show that although slop is measurably more
concentrated than non-slop content, the skew is not extreme enough
to justify naive interventions targeting only a small set of items
or users. Notably, we demonstrate that users missed by traditional
engagement metrics can nonetheless be effectively profiled with
scalable, TF-IDF-based persona scores built from impression histo-
ries.

Future work should investigate how slop content achieves vi-
rality and whether it exploits unique dynamics or “blind spots” in
recommendation systems that are less available to high-quality con-
tent, including the role of feedback loops and ranking signals. An-
other important direction is to evaluate intervention strategies that
personalize slop exposure at different stages of the recommenda-
tion stack—including retrieval, filtering, ranking, and post-ranking
calibration—rather than focusing solely on demotion or filtering.
Additionally, advancing detection through richer multimodal rep-
resentations, studying long-term outcomes of slop mitigation, and
incorporating signals such as creator reputation or cross-cohort
engagement can further improve the robustness and fairness of
future recommender systems.
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